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Priloha ¢. 2

TECHNICKA SPECIFIKACIA INFORMACNEHO SYSTEMU
CARDIS

Vyvoj a prevadzka informacného systému CARDIS

Informacny systém CARDIS je komplexny softvérovy nastroj ur¢eny na podporu ¢innosti socialnych
sluZieb a je navrhnuty s dérazom na bezpecnost, spolahlivost a stulad s medzindrodnymi Standardmi.
Tento systém vyvija a zaroven ako jedinad prevadzkuje spolo¢nost Chytrd organizace s.r.o., so sidlom
Ostravska 94/57, 748 01 Hlucin, Ceska republika, ICO: 04728629 (dalej len ,Spolo¢nost”). Spolo¢nost
zodpoveda za cely Zivotny cyklus systému — od navrhu architektury a vyvoja softvéru, cez spravu
serverovej infrastruktury, aZz po technickd podporu. Vsetky procesy prebiehaju v sulade s certifikaciou
ISO/IEC 27001:2023, ktorou je Chytrd organizace s.r.o. drzitefom, ¢o zaruduje vysoky Standard
informacnej bezpecnosti a ochrany dat.

Informacna bezpeénost — certifikacia 1ISO/IEC 27001

Spoloénost je drzitelom medzinarodnej certifikacie ISO/IEC 27001:2023, ktord potvrdzuje zavedenie
a udrZiavanie systému riadenia informacnej bezpecnosti (ISMS) v sulade s aktualnymi normami.

Certifikacia bola vydana dna 10. 12. 2024 a je platna do 09. 12. 2027.
2.2.1. Registracné Cislo certifikatu: 1225/2024/SC/BI

2.2.2. Certifikacnd autorita: Systémové certifikace s.r.o., Lipova 433, Svinov, 721 00 Ostrava,
Ceska republika

Certifikacia zahfna nielen zabezpecenie technickej infrastruktury, ale aj procesné riadenie,
Skolenie zamestnancov, riadenie pristupov a krizové scenare.
Primarne datové centrum — Ostrava (Ceské Radiokomunikace a.s.)

Primarna infrastruktira sa nachddza v datovom centre Ceskych Radiokomunikacii v Ostrave, kde
Spoloénost prevadzkuje vlastny 1/2 rack (22U). Rack je fyzicky zabezpecéeny vlastnym zamkom, pristup
maju iba tri osoby (konatel, riaditel' a hlavny programator) pomocou Cipovej karty a individualneho
kédu k alarmu.

Datové centrum je:

3.2.1. nepretrzite fyzicky straZzené a monitorované,

3.2.2. napojené na centrélny pult ochrany, Hasi¢sky zachranny zbor a Policiu CR,
3.2.3. umiestnené v nezdplavovej a bezletovej zéne,

3.2.4. napéjané dvoma nezavislymi vetvami z CEZ,

3.2.5. pripojené viacerymi trasami optickych vlakien do sieti NIX a SIX.

Sietova infrastruktura zahfria dva oddelené switche — jeden pre verejné IP adresy (10Gbit), druhy pre
interny spravu (1Gbit) — a zaloiny treti switch. Perimetricki ochranu, aktivne VPN a aplikacnu
bezpecnost zabezpeduje firewall novej generacie WatchGuard.

Pouzité servery znaciek HPE a Lenovo ThinkSystem maju redundantné napajanie, SSD/NVMe disky
v poli RAID 5, 10Gbit sietové karty a vzdialend spravu (iLO/iDRAC). Fyzické kontroly prebiehaju
mesacne, vzdialené dvakrat mesacne. Stav infrastruktury je monitorovany s upozorneniami cez e-mail.
V ramci lokality je pripraveny zalozny server pre pripad zlyhania primarneho uzla.
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Zaloiné datové centrum — Brno

Zalozna infrastruktura je prevadzkovana v datovom centre v Brne s rovnakymi bezpecnostnymi
a prevadzkovymi parametrami ako v Ostrave. Spoloénost tu vyuziva 1/4 rack (10U) vybaveny
nasledujucimi prvkami:

4.1.1. 1Gbit switch,v

4.1.2. server HPE DL360 Gen10 s virtualizovanym prostredim,

4.1.3. NAS uloZisko Synology s kapacitou 64 TB.

Data z Ostravy su do Brna replikované online. ZaloZzné prostredie je pristupné iba na citanie a sluzi na
exporty a nudzové obnovy.

Zalohovanie dat

Zéalohovacia stratégia je navrhnuta s dérazom na redundanciu, bezpeénost a kontrolu integrity:

5.1.1. zdlohovanie prebieha 4x denne (00:00, 06:00, 12:00, 18:00),

5.1.2. data su ukladané na 4 NAS zariadenia umiestnené v oddelenych lokalitach (2x Hlucin, Ostrava,
Brno),

5.1.3. zariadenia nie su dostupné z verejného internetu, su chranené firewallom a pristupné iba z
definovanych IP adries,

5.1.4. NAS servery maju redundantné napdjanie, su pravidelne aktualizované a monitorované,
prebieha kontrola konzistencie a scrubbing,

5.1.5. pristup maju iba dve osoby (konatel, hlavny programator),

5.1.6. zalohy su Sifrované pomocou AES-256 a prendasané vyhradne cez SSH,
5.1.7. vsetky zalohy s nemenné (immutable),

5.1.8. obnova zéloh je testovana tyzdenne,

5.1.9. retencna doba zéloh je 365 dni, zalohy sa denne rotuju.

Serverova prevadzka a monitoring

Vsetky servery beZia na platforme Red Hat Enterprise Linux (RHEL), priCom systémové aktualizacie su
aplikované kazdych 14 dni. Systémova architektura je chranena firewallom WatchGuard.

6.1.1. Verejne su pristupné iba porty 80 (HTTP) a 443 (HTTPS).

6.1.2. Administrativny pristup (napr. SSH) a ping su dostupné iba cez VPN.

6.1.3. VSetky pristupy cez SSH su auditované, rovnako ako ostatné systémové udalosti.
Prevadzkovy monitoring sleduje stav CPU, RAM, disku, siefovych rozhrani aj aplikacnych sluZieb.
V pripade incidentu su odosielané notifikacie prostrednictvom SMS.

Technicka Specifikacia IS CARDIS

Systém je vyvijany na technologickom stacku:

7.1.1. HTMLS,

7.1.2. CSS3,

7.1.3. PHP,

7.1.4. JavaScript,

7.1.5. VuelsS,
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7.1.6. AJAX,
7.1.7. databaza MariaDB.

7.2. Systém beZi na dedikovanych serveroch bez kvot na diskovy priestor. Nasadzovanie ak'fualiza’cil’ prebieha
mesacne v obdobi 15.-25. diia daného mesiaca, zvycajne bez vypadku, s maximalnou dlzkou do 1 minuty.
PouZivatelia st o aktualizaciach informovani po prihlaseni.

8. Zabezpecenie hesiel

8.1. Systém vynucuje silné politiky pre tvorbu hesiel:

8.1.1. Minimalna dizka hesla: 8 znakov.

8.1.2. Povinné prvky: malé a velké pismen3, Cislice, Specidlny znak.

8.1.3. Hesld st ukladané v hashovanej podobe.

8.1.4. Systém upozoriiuje pouZivatela na slabé heslo a vyZaduje jeho zmenu do 30 prihldseni. Po
prekroceni tohto limitu je Ucet zablokovany.

9. Zakaznicka podpora

9.1. Pouzivatelia systému maju pristup k viacliroviiovej zakaznickej podpore:

9.1.1. Interny ticketovaci systém — na bezné poziadavky, zmeny a chyby,
9.1.2. Telefonicka podpora,
9.1.3. SMS podpora pre kritické incidenty.

10. Kompatibilita a sietova komunikacia
10.1. Systémové poZiadavky na prehliadac:

10.1.1. podporované: Google Chrome (odporucané),

10.1.2. nepodporované: Mozilla Firefox, Apple Safari, Microsoft Edge, Internet Explorer.
10.2. Sietova komunikacia:

10.2.1. vSetky datové prenosy prebiehaju vyhradne cez HTTPS (port 443),

10.2.2. pouziva sa platny SSL certifikat vydany déveryhodnou autoritou,

10.2.3. nekompatibilné alebo nezabezpecené protokoly (napr. HTTP) nie su systémom akceptované.

11. Internd bezpecnostna politika

11.1. Spolocnost aplikuje vlastné interné bezpecnostné Standardy, ktoré reflektuju principy 1ISO 27001
a zabezpecuju ochranu vyvoja aj prevadzky systému:

11.1.1. Koncové zariadenia:
a) vsetci zamestnanci pouzivaju zariadenia s Apple macQOS,
b) systémy su chranené pouzZivatelskym heslom a biometrickym overenim (Touch ID),

c) aktivne Sifrovanie disku pomocou FileVault.

11.1.2. Prava a pristupy:

a) pristup k zdrojovému kédu a vyvojovym nastrojom maju vyhradne programatori,

b) ostatni zamestnanci maju pristup len ku klientskému rozhraniu a testovacim instanciam.
11.1.3. Kyberbezpecnostné vzdelavanie:

a) vsetci zamestnanci absolvuju Skolenie v oblasti kyberbezpecdnosti kazdy Stvrtrok,
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b) skolenie zahfna testy znalosti, simulované phishingové utoky a obnovu hesiel.
11.1.4. Segmentacia siete:

a) interna siet je rozdelend na vyvojovu (pre pristup k testovacim a produkénym prostrediam)
a navstevnicku (oddelena Wi-Fi),

b) operacné systémy Windows nie su v internom prostredi povolené.
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